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g 1. INTRODUCTION

The block structure of certain series of group divisible designs
was studied by Bose and Connor (1952) and of certain series of
triangular and L,(s) designs was studied by Raghavarao (1960). In
this paper, a study of block structure of certain series of extended
group divisible (EGD) designs of Hinkelmann and Kempthorne
(1963) and hypercubic designs of Shah (1958) and Kusumoto (1965),
is made. This study throws light on the possible series of (i) EGD
designs which can be taken as the confounded s, X8y X... X5y asym-
metrical factorial experiments without confounding the main effect
of a particular factor, and (ii) hypercubic designs which can be
taken as the confounded sm symmetrical factorial experiments without
confounding the main effects of all the factors.

For the definitions of statistical terms used in this paper, we
refer to Raghavarao (1971).

2. EGD anp HyPERCUBIC DESIGNS
An extended group divisible (EGD) design of Hinkelmann and
Kempthorne (1963) is defined as : N

Definition 2.1. An BGD design is an arrangement of
p .
y= II (s;) treatments, in b blocks each of size k(=v) such that (1)

I=
every treatment occurs at most once in a block;

(2) every treatment occurs exactly in r blocks;

(3) let the v treatments be denoted by the elements of the set
[(%,%2, ,Xm): %=1,2,...,5]. Two treatments (%1,%2,...,Xm) and
(x'y, X'g..., X'm) are called ¢,C,...€mth associates, where ¢;=1 when
xi#£X'y, ;=0 when x,=x"; (I=1, 2, ..., m); and :
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(4) pairs of treatments which are ¢;¢;...cmth associates, occur’
together in Acc,...c,, blocks.

Let ve=(s5,)(s2).-.(sm), b, F, k, Acycq...Cm"s be the parameters ofan
EGD design with (2™—1) associate classes. Let these v treatments
be partitioned ‘into s; disjoint subsets S,’s, each consxstmg of v/s;
treatments, given as follows :

(2.1) Sf_{(xls eery Xi=1y ], Xit1y soey x,,,) :xl"-:l, 2, veey SL}, j= l, 2, veey 83
Let

B=r—AeCynom, €=1; ¢=0, j=1, 2 ..., m, jo£i. (2.2)
Further, let ’ )
m .
g; = 2 1[7\0102.-.04"; (S{l= l) (S‘2= 1) eee (S'ﬁ: 1)],
iy, ia, ..., f5=1
1<l <
' iy, By, ... §y70; ¢;=1, when j=i, ..., i;;
¢;=o0, otherwise
m ) : ’ .
e Y et ~D) (s, =1 . (s, —1)]
'1) dgy ooy =1, . ‘ ' (23)
- 1< LG
- Iy, By, oo B0 =1, when j=i,, i, i;
¢;=0, otherwise '
Let o
a =g; —h: ,j=1, 2y vy (m—1). (2.9)

Then we shall prove
Theorem 2.1. If i inan EGD desxgn
G, 4 + . tap, =0 | (2.5)

and . the v treatments of this EGD design, are partitioned into s,
disjoint subsets S; given by (2.1), then k i is divisible by s;. Further
every block of the design contains k/s, treatment(s from each of the
subsets Sy, S, -, Ss,,

: Proof: Let the number of treatments that occur in the /th

block from the S; subset be e] .Then we have

2 (ez’)=V’/s¢,
1

Vel @i~n=] g +ei+ .. teha | s . @6
[ _ .
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Let’ ,
¢ =( Z ¢ Yb=ks:. X))

Then
2 (¢ —ef)2=-v[ g +gh + ---'+g‘m—1+r]/S¢—ﬁrk/-s'f (2.8)

=(v/sf )[ s,r+'s4gi +...+s;gf"_1— {r+(s;—1) (r—a; )
+gl otgh D0 . .+hj,,_1)}]

.=[mv(s1—1)/sf :I[ a +a, +...+a§n_1]=o_
This shows that
(2.9) el =e =..=¢] —ef =kl%.

and since eg s must be positive integers, this implies that k is divi-

sible by s;. Hence Theorem 2.1 is established.

Illustration 2.1.1. Let v=(s,)(s2)(s8)s b, 5 &, Argos Aozg, Aouss Mios
Ato1» Mot1> Agpy be the parameters of an EGD design. Then

Sj—{(%y X205 J) 2 Xi=21u 2. oy S}=j=1, 2, ..., 55
ag = "—7‘001,

g‘: =’7‘100(Sl—1)+7\010(32"7 1),
(2.10)

g: =7\1m(-5'1‘“1) (s2—1),

B =Ajgr (5,— 1)+ 211 (55—1);

h§ =Mn (&1 (s:—1),

03 + a: + a; =r—Amn+ (M 00—P101) (s—D+ (Rozo—Aguy) (S2— 1)
+ Mg1o—Mr) (51—1) (52— .
@ +d +a® =0 implies that k is divisible by s3 and further

0
every block of the design contains k/s; treatments from each of the
subsets Sy, Sz, ... Ss,
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Lets; (i=1, 2, ..., m), be equal tos. Then the EGD design
discussed above becomes the hypercubic design of Shah (1958) and
Kusumoto (1965) with the parameters y=s™, b, r, k, Ay, ..., A and
each of the disjoint subsets S, S,, ..., S; will contain s™! treatments.
The following corollary immediately follows from Theorem 2.1 :

Corollary 2.1.1. If in a hypercubic design with the para-
meters v=s7, b, r, k, A,, ..., A, the condition

@11) ra[(s—1) (m—1>—11+(s—1>xs[($—1)(’";1)_(’";1):]+...

F(s—1 )'"—27\,,,_,[ (5—1 )( »1)- ( Z:;)]—(s— 1)m-Am=0

is satisfied and the s™ (reatments are partitioned into S,, S, ... S,
disjoint subsets each containing s™~! treatments, as explained earlier,
then k is divisible by s. Further, every block of the design will
contain k/s treatments from each of the subsets St Say eers S

Now, we shall discuss the series of EGD designs satisfying
the condition as given in (2.5) and of hypercubic desighs satisfying
the condition as given in (2.11).

Let the (s,) (s;) ... (sm) treatment combinations of the Sy X 82
X ... X sn asymmetrical factorial experiment in factors F,F, ..,
Fu, F; being at s; (i=1, 2, ..., m) levels, be denoted by the treat-
ments of the EGD design |See, Aggarwal (1974), p. 316] with the
parameters

v=(5,) (s2)..-(Sm), b = [s1 (s1-D1. [y (Sm-1—1)]
r=(81—1).(8m-1—1), k=25,
(2.12) Acycz...cp=1, when all ¢,’s are unity,
=(), otherwise
where §m<8y,0+-Sm—-y and $y,...5,-; are primes or prime powers.

The condition E (a7)=0 is satisfied by the parameters of the
j
EGD design given in (2.12). But z (a]") is the latent root of NN’

J
with multiplicity (s,, —1), where N is the incidence matrix of the EGD
design given in.(2.12). This implies [See Aggarwal (1974), p. 318]
that (s»—1) orthogonal contrasts of the treatment effects pertaining
to the main effect of the factor F,, are left unconfounded.

Let, in a similar way, the s treatment combinations of the s™
symmetrical factorical experiment in m factors. Fi, F,..., F,, each
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factor being at s levels, be denoted by the treatments of the hypercu-
bic design [See, Aggarwal (1974), p. 318] with the parameters
(2.13) ye=s™ b [s(s—1)]mY, x=(s—1)", k=s,
. N=Re=... =Ny =0, An=1
where s is a prime or a prime power.
The condition Z,(a%;)=0 given in (2.11) is satisfied by the
parameters of the hypercubic design given in (2.13). Noting that
T(a%;) is the latent root of N*N*' with multiplicity m(s—1), where
N* is the incidence matrix of the hypercubic design with the para-
meters as given in (2.13), we can easily see, as indicated by Aggarwal
(1974), p. 318, that the m(s—1) orthogonal contrasts of the treatment
effects pertaining to the main effects of all the factors, are left uncon-
founded. ‘

SUMMARY

This paper contains a study of the block structure of certain
series of EGD and hypercubic designs.

ACKNOWLEDGEMENT

The author is grateful to Dr. T.A. Ramasubban, Professor and
Head, Department of Mathematics and Statistics, Punjab Agriculural
Univarsity, for providing the necessary facilities to carry out thiswork.

REFERENCES

(1) Aggarwal, K.R. : Some higher class PBIB designs and their
applications as confounded factoricl experi-
ments. Ann. Inst. State. Math., 1974, 26,

315-323.

(2] Bosz,R.C. and : Combinatorial properties of group divisible

Connor, W.S. incomplete block designs. Ann. Math. Stat.
1952, 23, 367-383.

[31 Hinkelmann, XK. and : Two classes of group divisible partial diallel
Kempthorne, O. crosses. Biometrika, 1963, 50, 281-291.

[4] Kusumoto, K. . Hypercubic designs. Wakayama Medical

Reports, 1965, 9, 123-132. -
(5] Raghavarao, D . On the block structure of certain PBIB

designs with triangular and Ly (s) association
schemes. Ann. Math. Stat., 1960, 31, 787-791.

6] — . Constructions and Combinatorial Problems in
Design of Experiments. 1971, Wiley, New
York.

[7] Shah, B. V. . On balancing in factorial experiments. Ann.

‘Math. Stat., 1958, 29, 766-779.



